
RNA-seq of prostate cancer patients from 
TCGA (Normal=52 , Tumour=306)

Number of genes (features) = 60660 
Format = single files in 2 folders labeled with 

the condition

Prepare counts and  metadata data frames 
required as inputs for DE expression  

Performed Differential expression analysis
between tumour and normal samples using 

pyDeseq2

Data processing
Data acquisition

retrieve RNA seq from the TCGA data base

Data processing 
Create input data frames  for  DE analysis

Differential gene expression 
(DE) analysis

DE Data visualization, exploration: Volcano 
plots, biological pathways

Merged single files  into a single data 
frame , extracting the total counts  
‘unstrandred’ for the different genes and 
for each sample ID. Remove genes  with  0 
or very low counts in all the samples (cut 
off 10 counts), features =51956
Remove samples with Nan values:  
(Normal=52 , Tumour=304).

Prepare a data frames  as input for ML 
models:  Data frames with normalized 
gene counts  and outcome.
Dimensionality/Feature reduction: 
a) Based on DE : Select genes with  log 

2-fold> 2 or log 2 -old <-2  and padj
<0.05 as  a start point :1380 genes.

Prediction of disease outcome 
and identification of biomarkers 

/ putative therapeutic targets 

Supervised machine learning with tabular 
data:
- random forest
-Evaluate model performance

Identify 
common 
features 

/genes as 
biomarkers/

putative 
targets

Covert tabular data to images using IGDV 
conversion 

Supervised machine learning with images:
-CNN
-Evaluate model performances

- Analysis of Feature (genes) importance: 
Permutation, Gini, SHAP

Detect the most  DE expressed genes

PCA analysis
-dimensionality reduction
-Random forest with PCs
-Evaluate model performance

estimator: 4 depth: 8 val score:0.984375
 estimator: 4 depth: 8 train score:0.984375
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BEST SELECTED HYPERPARAMETERS: 
Best Parameters: {'learning_rate': 0.0002, 'best_epoch': 19}
Best Accuracy: 100.0

Best Classification Report-Test:
              precision    recall  f1-score   support

           0       1.00      1.00      1.00         4
           1       1.00      1.00      1.00        33

    accuracy                           1.00        37
   macro avg       1.00      1.00      1.00        37
weighted avg       1.00      1.00      1.00        37…
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Prostate Cancer Prediction and Biomarker Identification Using Machine Learning and 
Deep Learning Algorithms on Transcriptome Data from The Cancer Genome Atlas 

(TCGA) Database

The search for novel RNA biomarkers and innovative methods to identify cancerous tissues can significantly advance the development of RNA-based diagnostic and therapeutic strategies, leading to more effective and 
personalized approaches for cancer treatment and management. In this project, we investigated the feasibility of predicting or diagnosing prostate cancer, which ranks among the most prevalent cancers in the male 
population, by applying machine learning (ML) and convolutional neural network (CNN) algorithms to gene expression data of normal and primary tumor prostate gland samples. Genes/features used as input for ML were 
reduced by preselecting the most differentially expressed (DE) genes between cancer and normal samples. Machine learning algorithms (logistic regression, random forest, random forest on the most important principal 
components (PCs)) were applied to predict cancer outcomes using RNA expression data on the selected genes. A CNN was also tested on the same tabular data converted to images. Moreover, through an examination of 
the disturbed gene expression patterns in prostate cancer samples and the genes important for predicting cancer versus normal tissue outcomes by machine learning, we also set up to discover putative novel RNA 
biomarkers for prostate cancer. 

ABSTRACT

RESULTS

Performance of the Different Models Tested

Differential Expression (DE) Analysis and Machine learning Data preparation

Total genes (features): 51956 
Number of DE genes: 1380 
Number of up-regulated genes in Tumors:  725 
Number of down-regulated genes in Tumors: 655 
Number of unchanged genes: 50576

Volcano PlotA B

(A) Volcano plot displaying the log2 FoldChange value versus the -log10 of the padj value for all 
genes with reads. A cutoff of an absolute log2 FoldChange value of 2 and a padj value < 0.05 was 
selected. (B) Data Frame generated for Machine learning input. Sample IDs are in the rows. The 
column labeled "Condition" depicts the condition of each sample, represented with zeros (0) for 
normal tissue samples and ones (1) for primary prostate tumor samples. Gene names are 
depicted in the columns. Column values represent normalized counts of RNA expression.
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Table 5.  Data Frame generated for Machine learning input.S ample IDs are in the rows. The column 
labeled "Condition" depicts the condition of each sample, represented with zeros (0) for normal tissue 
samples and ones (1) for primary prostate tumor samples. Gene names are depicted in the columns, 
and column values represent normalized counts of RNA expression. 

 
 

Splitting the data in training, validation and testing sets 

The data is unbalanced, with significantly fewer samples corresponding to normal tissue (5.8 

times less). Due to the low number of normal tissue samples, a decision was made to split the 

data into two sets: a training set (80%) and a validation set (20%) to test performance of 

different  models  with as much data as possible.  Since unseen data was not available to make 

a final validation of the model, another approach was taken to train, validate, tune and finally 

test the models performances. In this approach, Ten percent (10 %) of the data was set aside 

as unseen for the final testing of the model. The remaining data set was then split into training 

(80%) and validation (20%) sets. The splitting was carried out with stratification in every case 

to ensure that the class ratios (normal tissue vs primary tumor samples) were kept similar to 

those in the original data set. 

When the data was split into three sets, the training and validation sets were used for 

searching and determining the best hyperparameters to train the model. Subsequently, the 

model was retrained on the entire data set (train plus validation sets) using the best 

hyperparameters found, and tested on the unseen data subset. 

 

Condition TNMD AOC1 PDK4 ZMYND10 MYH13 SLC13A2 MATK TFAP2B TENM1 ... ENSG00000288047.1 ENSG00000288048.1 ENSG00000288060.1 ENSG00000288086.1 ENSG00000288097.1 ENSG00000288101.1 ENSG00000288104.1 ENSG00000288172.1 ENSG00000288547.3 ENSG00000288658.1

unstranded_2fa8c89c-893e-465a-aeb5-
e3fb81a200c7.rna_seq.augmented_star_gene_counts.tsv 1 15.966137 865.532686 3723.471197 31.091951 0.840323 0.840323 874.776239 0.000000 715.955193 ... 0.000000 35.293566 0.000000 5.041938 0.840323 3.361292 1.680646 0.000000 52.940349

unstranded_288d2dc8-9fb3-4164-8e6a-
cee107d11404.rna_seq.augmented_star_gene_counts.tsv 1 11.725003 34.002509 1224.090334 69.177519 0.000000 1.172500 315.402586 68.005019 1279.197849 ... 0.000000 16.415004 2.345001 8.207502 0.000000 0.000000 5.862502 0.000000 22.277506

unstranded_7b97885a-f365-4f11-8f35-
9bf17a7344b5.rna_seq.augmented_star_gene_counts.tsv 1 1.597117 251.545950 1652.217685 46.316397 8.784144 3.194234 528.645775 1.597117 177.280003 ... 0.000000 0.798559 1.597117 0.000000 0.000000 0.000000 3.194234 0.000000 22.359640

unstranded_e32fc401-5ddd-4dfc-8be4-
8d4072a080c3.rna_seq.augmented_star_gene_counts.tsv 1 4.584119 51.342133 150.359103 257.627488 2.750471 8.251414 110.935680 8.251414 16160.853136 ... 1.833648 6.417767 23.837419 0.000000 0.916824 0.000000 106.351561 0.000000 5.500943

unstranded_16eca87b-206a-4c2d-8ab7-
f8c2fdb51b0e.rna_seq.augmented_star_gene_counts.tsv 1 2.606933 196.388934 13978.373392 48.662745 0.868978 0.000000 146.857211 2.606933 78.207982 ... 0.000000 21.724440 2.606933 0.000000 0.000000 0.000000 4.344888 0.000000 92.980601

... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...

unstranded_422d5778-bfe0-4e2f-b254-
2a753c777686.rna_seq.augmented_star_gene_counts.tsv 0 362.026157 85.928388 359838.505069 23.947256 7.043310 8271.663796 30.990566 153.544168 209.890652 ... 14.086621 390.199399 0.000000 7.043310 8.451973 0.000000 1.408662 16.903945 2842.680099

unstranded_60028d9d-c8e5-4c4e-a75c-
cc3df6f2eea1.rna_seq.augmented_star_gene_counts.tsv 0 37.214004 5730.956592 877.946703 26.581431 0.000000 0.759469 30.378779 0.759469 841.492169 ... 0.759469 15.948859 0.000000 5.316286 0.000000 0.000000 3.037878 0.000000 12.910981

unstranded_2c022016-756e-4cbf-9baa-
dab196b6e715.rna_seq.augmented_star_gene_counts.tsv 0 15.963598 27217.934445 12411.697379 17.959048 0.000000 9.312099 67.845291 1.330300 1197.934994 ... 1.330300 24.610547 0.000000 9.312099 0.665150 0.665150 0.000000 0.000000 21.949947

unstranded_998581d3-8fdc-4f4a-92cd-
d98fc0f910bc.rna_seq.augmented_star_gene_counts.tsv 0 501.478180 7.975796 33270.036453 41.872930 0.000000 6171.272232 24.924363 121.630891 56.827547 ... 48.851751 447.641556 0.000000 0.996975 26.918312 0.000000 0.996975 8.972771 2408.690422

unstranded_9975ae8f-09f2-4343-9281-
cbe13c775dca.rna_seq.augmented_star_gene_counts.tsv 0 312.325806 361.777392 175230.393498 117.122177 0.000000 5366.798434 24.725793 144.450685 769.102297 ... 10.410860 635.062472 0.000000 1.301358 18.219005 0.000000 0.000000 16.917648 2061.350320

356 rows × 1381 columns

Condition          TNMD AOC1  PDK4 ZMYND10 MYH13 SLC13A2 MATK TFAP2B TENM1 

Data / Features Model Traning and evaluation Accuracy
Validation set

Recall  Validaton set Accuracy 
Test set ( unseen data)

Recall
Test set (unseen data)

-Tabular data
-Features-reduction from 
DE analysis: log 2-fold> 2 
or log 2 -old <-2  and padj
<0.05 : 1380 genes

Logistic Regression 35  itinerations 0.931 0.82(0), 0.95 (1)

50 itinerations
(keep 10% unseen)

0.953 0.78(0),0.98(1) 0.94 0.6 (0), 1(1)

Random Forest Grid-Search-single- 
random-split

0.986 0.91 (0),  1 (1)

Grid-Search- single-
random-split 
(keep 10% unseen)

0.984 0.89 (0), 1 (1) 0.94 0.8 (0), 0.97 (1)

Crossvalidation 0.955 (mean CV score)
0.971 (median CV score)

0.8 (0), 1(1)  (median)

Crossvalidation (keep 
10% unseen)

0.956 (mean CV score)
0.969 (median CV score)

0.8 (0), 1(1)  (median) 0.94 0.8 (0), 0.97 (1)

-Tabular data
-Features reduction by 
DE follow by PCA analyis
- Most important PCs 
used for ML.
-PCA1,2

Random Forest Grid-Search-single 
random-split

0.972 0.91(0), 0.98(1)

Grid-Search- single-
random-split
(keep 10% unseen)

0.984 0.89(0),1(1) 0.94 0.8 (0), 0.97 (1)

Crossvalidation 0.958 (mean CV score)
0.971 (median CV score)

0.82(0), 0.97(1) 
(median)

Crossvalidation (keep 
10% unseen)

0.966 (Mean CV score) 
0.969 (Median CV score)

1(0), 0.98 (1) (median) 0.94 0.8 (0), 0.97 (1)

- Images (Tabular 
data(1380 features)-
image conversion.

CNN Grid-Search
4CNNs-Relu activation

0.967 +/-  0.018 0.945 +/- 0.071 (0), 
0.9717 +/- 0.07(1)
(mean 6 runs)

Grid-Search
4CNNs-Than activation

0.874 +/-  0.054
(mean 6 runs)

0.147 +/- 0.3  (0), 
0.997 +/- 0.008 (1)
(mean 6 runs)

Grid-Search
4CNNs-Relu activation
Keep 10% unseen

0.978 +/-  0.021
(mean 6 runs)

0.908 +/- 0.089 (0), 
0.978 +/- 0.02(1)
(mean 5 runs)

0.952  +/- 0.016
(mean 5 runs)

0.886  +/-  0.072 (0), 
0.974 +/-  0.026  (1)
(mean 5 runs)

Data and Data FlowA B

C

ML Data Frame

(A)  Flow chart of the research process. (B)  Plot showing the 
number of RNAseq samples retrieved for each category, Solid 
Normal Tissue and prostate Primary Tumor tissues. (C) Example of 
a single sequencing file data from a Prostate Primary tumor 
sample. The first rows 4 rows depict the total expression counts. 
The expression profile of each of the 60.660 genes detected in the 
RNA seq analysis is depicted in the rest of the rows 

Feature Importance Analysis to identify Biomarkers or Therapeutic Targets
(A-B) Model tuning involved varying the number of estimators (n_estimators) and maximum tree
depth (max_depth) during training and validation. (C) The classification report and confusion 
matrix for the validation set using the best hyperparameters (n_estimators=4, max_depth=8) is 
shown. (D) The model was retrained with these hyperparameters on the entire dataset (training 
plus validation) and then tested on the kept unseen test data. Confusion matrixes and 
classificaiton reports are depicted.  Normal tissue samples are labeled as 0, and prostate primary 
tumor samples are labeled as 1.

A B C

D

(A) Tabular RNA-seq data (derived from the preselected 1380 features) was transformed into images using the IGTD algorithm (Zhu et 
al. 2021). Random examples of the generated images for Normal Tissue (category 0) and Primary Prostate Tumor samples (category 1) 
are displayed.  (B) A CNN was applied to the generated images from (A). The CNN architecture comprised four convolutional neural 
networks with ReLU activation, followed by one max-pooling layer and further flattening. The flattened data were fed into a linear layer 
with ReLU activation and then into a final linear layer with sigmoid activation and one output neuron. The sigmoid activation provided 
probabilities for each class directly. The losses in the training and validation sets and the accuracy of the validation set over the number 
of epochs for the best hyperparameters (lr: 0.0002, best_epoch: 19) are displayed after testing different learning rates for a single run. 
(B’) The classification report and the confusion matrix for this run under these best hyperparameters are presented. (C) The CNN was 
retrained with the entire dataset (validation and train sets), using the best hyperparameters. This model was then tested on the 10% of 
data kept unseen. The confusion matrix and classification report for this test set for this specific run are shown. The model could 
improve the recall in the normal samples on unseen data to 86% (14% false positives). (C’) Image and file name of the incorrectly 
predicted sample for this specific run is shown.

A B

B’

C

C’

A B

EPHA10, PDK4, EVA1A

KRT24

SPINT3, DEFB131A, KRT24KRT24

SPINT3, DEFB131A, KRT24 PDK4  EVA1A, HOXC6, CYSLTR2, EPHA10

ARHGAP19-SLIT1

C D

E

Figure 14

ARHGAP19-SLIT1

Top_features_SHAP_validation Int_all_Split

Permutation Importance Gini importanceSHAP explainer

Permutation ImportanceGini importance SHAP explainerB CA

D

Figure 12

Int_all_split = Common genes in all sets: 'FAM83C', 'ARHGAP19-SLIT1', 'GAL', 
'SAPCD1', 'EPHA10', 'KRT24', 'EVA1A', 'PPP3R2', 'DUOXA1', 'ENPP3', 
'AC005064.1', 'AC022558.2', 'PDK4', 'MYBL2', 'AC008759.1', 'JPH4', 
'SCGB1A1', 'AC010329.2', 'CCDC27', 'AC087235.2', 'ENSG00000286989.1', 
'AC005180.1'

Int_all_Split

A B C

D

E F

• Machine learning applied to RNAseq data has successfully predicted prostate cancer outcomes.
• Random forest outperformed logistic regression, enhancing recall for under-represented normal tissue.

• PCA feature reduction was effective; 2 PCs matched RF performance with 1,380 features.

• Transforming tabular data into images for a CNN improved model performance, particularly recall for the
underrepresented category; visualization provided insights not easily discernible from 1,380 tabular features.

• Main issues: unbalanced, limited data and no accessible independent dataset for final validation. While models
showed high accuracy, they struggled with underrepresented normal samples but excelled in classifying tumor
samples.

CONCLUSIONS AND OUTLOOK

(A-C) The feature importance analysis was conducted using the Random Forest Classifier optimized by a single random split. The data was split into 80% for 
training and 20% for validation, and the model was trained with the best hyperparameters selected. The top 35 important features with the highest absolute 
importance values calculated using permutation importance (A)  or with the highest absolute SHAP (SHapley Additive exPlanations) values (B) in both the 
training and validation sets are displayed. (C) The top 35  features with the highest absolute importance values calculated using Gini importance values are 
shown for the training set.  (D) Features/genes with absolute importanc values greater than 0 were selected for further analysis. Venn diagrams illustrate 
the intersection between the genes found important for model prediction through the different tests conducted in (A-C).  (E) Venn diagrams depict the 
intersection of the 100 top DE expressed genes selected based on either higher log2FoldChange (Top_DE_genes) or lowest padj value 
(Top_DE_genes_by_padj) with the 22 genes found importance by the 3 algorithms (Int_all_split). (F) The number of publications (up to 10) found for each 
gene in PubMed containing the gene name and cancer-related terms in the abstract or title of the publication. Among the lists (Int_all_Split and, 
Top_features_validation_SHAP_split) there are several genes already known to be involved in prostate cancer. Additionally, the script is capable of 
retrieving the title, abstract, and citation for these publications. 

• Stratified splitting improved Random Forest performance on underrepresented samples.
Further enhancement of CNN could be achieved with stratification and cross-validation.

• Generating synthetic RNA-seq data and utilizing independent datasets is recommended.
• Optimizing Random Forest by adjusting hyperparameters (min_samples_split,

min_samples_leaf, max_features) is advised to boost stability, reduce overfitting, and enhance
performance..

Convolutional Neuronal network (CNN) with Tabular data converted to Images
(10% Kept unseen (test-set), rest split 80-20% for training and validation sets

Random Forest Classifier with Single Random Split
(10% Kept unseen (test-set), rest split 80-20% for training and validation sets)
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Querry: “Tumor” OR “neoplasm” OR “Tumorigenesis” OR “Cancer” AND “Gene name” AND “Prostate”
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DATA 

 
Data retrieval 
The RNA seq data used in this project is available on the Cancer Genome Atlas (TCGA) web 

page (4). For this project, RNA sequencing data from 306 prostate Primary tumor samples, 

along with 52 solid normal tissue control samples, was retrieved from the TCGA database. 

The data retrieval script (5, see methods and corresponding Jupyter notebook called: 

Tcga downloader) categorized the data into distinct folders based on clinical outcome 

classifications. Each folder contains individual TSV files, representing data from each specific 

sample (an example of a single file is shown in Table 1). 

 

 

Table 1. Example of a single sequencing file data from a Prostate Primary tumor sample. The 

first rows 4 rows depict the total expression counts. The expression profile of each of the 

60.660 genes detected in the RNA seq analysis is depicted in the rest of the rows. 

 

The 4 initial rows of the data represent the total counts for mapped, multi-mapped, 

and unmapped sequencing reads in the sample with reference to the genome. These rows 

were not used in the analysis. Following this, the data provides details in the following format: 

• Gene_Id: Ensembl ID gene iden^fier. 

• Gene_name: Annotated name of the gene. 

• Gene_type: Type of gene categorized based on from the Ensembl 

biotype annota^on, accessible at: 

h`p://www.ensembl.org/info/genome/genebuild/biotypes.html. 

• Unstranded: Total raw reads mapped to each gene using an Unstranted 

library prepara^on method. This approach does not retain informa^on about the 

Example of reads i sigle file: DataMiner-main/PRAD/Primary_Tumor/0a9f83f1-86f9-4153-b8cf-07e8bcb18efb.rna_seq.augmented_star_gene_counts.tsv

Out[69]:
gene_id gene_name gene_type unstranded stranded_first stranded_second tpm_unstranded fpkm_unstranded fpkm_uq_unstranded

0 N_unmapped NaN NaN 4285467 4285467 4285467 NaN NaN NaN

1 N_multimapping NaN NaN 4257920 4257920 4257920 NaN NaN NaN

2 N_noFeature NaN NaN 2685016 24317042 24406998 NaN NaN NaN

3 N_ambiguous NaN NaN 4873766 1156082 1156051 NaN NaN NaN

4 ENSG00000000003.15 TSPAN6 protein_coding 2051 1054 997 36.7048 11.2893 11.1675

... ... ... ... ... ... ... ... ... ...

60659 ENSG00000288669.1 AC008763.4 protein_coding 0 0 0 0.0000 0.0000 0.0000

60660 ENSG00000288670.1 AL592295.6 lncRNA 225 119 113 10.1078 3.1088 3.0753

60661 ENSG00000288671.1 AC006486.3 protein_coding 0 0 0 0.0000 0.0000 0.0000

60662 ENSG00000288674.1 AL391628.1 protein_coding 4 2 2 0.0338 0.0104 0.0103

60663 ENSG00000288675.1 AP006621.6 protein_coding 45 46 50 2.1744 0.6688 0.6616

60664 rows × 9 columns


